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RESEARCH MOTIVATION 

However, this claim is primarily supported by a generalistic accuracy score across 
various syntactic paradigms, making it difficult to pinpoint the specific aspects of CDL 
that contribute to this improvement. 

Child-Directed Language (CDL) has proven to 
be beneficial to enhance the grammatical learning 
of language models (LMs) when used as training 
data. 

RESEARCH QUESTIONS 

1. Do these results hold across different models, languages, and 
more principled evaluation datasets?

2. How does the composition of training data (CDL vs. Wikipedia) 
influences model behavior?

DATASET COMPOSITION 
(Wikipedia vs CHILDES)

CLAMS (Mueller et al., 2020): 
EVALUATION BENCHMARK

MODELS (MLM vs CLM)

Multilingual and semantically plausible minimal pair 
benchmark focused on subject-verb agreement.

the teachers are short
the teachers is short

the manager laughs and is young
the manager laughs and are young

the teacher to the side of the guard laughs
the teacher to the side of the guard laugh

Simple Agreement

Agreement in VP Coordinates

Agreement in Prepositional Phrases

Agreement in Subject Relative Clauses

the teachers that love the parents are young
the teachers that love the parents is young

● Masked language model (RoBERTa): follows 
previous work where CDL-trained models 
outperformed Wikipedia-trained models

● Causal language model (GPT-2): aligns better 
with cognitive plausibility.

BUILDING A NEW CLAMS 

ACCURACY RESULTS on CLAMS 

No model trained on CDL outperforms a 
model trained on Wikipedia in terms of overall 
performance, across any language or model 
type.

We generate new 
minimal pairs for all 
three languages by 
selecting subjects and 
verbs with a frequency 
distribution that 
accurately represents 
the original training 
datasets, both CHILDES 
and Wikipedia.

LEARNING CURVES FOR EACH 
PARADIGM (English)

CDL and Wiki CLM-Model 
Results on the new CLAMS

Models trained on Childes perform better on the new set of simple 
agreement minimal pairs derived from subjects and verbs sourced from the 
CHILDES training dataset distribution.
Similarly, models trained on Wikipedia perform better on the new set of 
minimal pairs derived from the Wikipedia distribution (except for English).

● To what extent does the unigram frequency of a 
given token explain the model's ability to 
distinguish the grammatical sentence?

● How does the frequency with which a token has 
been observed as a subject or verb in the training 
dataset impact the model's ability to distinguish 
the grammatical sentence?

CLM

MLM

REGRESSION ANALYSIS


