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Introduction

Automatic Text Simplification (ATS) is the process of modifying a
text to reduce its overall linguistic complexity[5]. It is not particularly
explored for Italian, because of data scarcity and poor data quality [4],
[3]. The output of this work is three-fold:

1.Built a new enriched corpus [1];
2. Fine-tuned a transformer-based encoder-decoder model ;
3. Parameterise grammatical text features to control simplifications [2];
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1 Put up the Dataset

Figure 1: The steps we took in order to construct the Augmented Dataset

Figure 2: Composition of the Augmented Dataset

2 Experimental Set-Up

We used a pretrained transformer based encoder-decoder model and
we finetuned it on the simplification task using our dataset.
We made use of a pretrained model’s checkpoints. Its id is bert-base-
italian-xxl-cased. You can find it in the HuggingFace Hub repository.

3 Results of the first training on PaCCSS-IT

Complex Sentence La ringrazio per l’ aiuto.
Simplified Sentence La ringrazio per il suo prezioso aiuto.
Reference Sentence La ringrazio tantissimo per il suo aiuto!

Table 1: Comparison between senttences.

Figure 3: Result of training on PaCCSS-IT.

The valuation Metrics’ Values:
SARI = 57.41
BLEU = 49.65

4 Second Training on Augmented Dataset

Figure 4: Result of training on the Augmented Dataset.

The valuation Metrics’ Values:
SARI = 51.51
BLEU = 47.40

5 Third training with the addition of the Adaptive Component

Figure 5: Result of training on the Adaptive Dataset.

The valuation Metrics’ Values:
SARI = 47.76
BLEU = 29.00

6 More information at:

Figure 6: Scan the QR Code
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